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Executive summary

One of the objectives of the FANFAR project is to set up, adapt, integrate andteoghea
operational hydrological forecasting and alert (OHFA) system on the Hydid&gy(Hydrology
Thematic Exploitation Platformgperational production cloud platform based on prioritized user
needs. To ensure the reliability of the systdtris hecessary to test all the features and to propose
solutions for its improvement.

This deliverable reports testing results of the Hydrold@P platform and the FANFAR forecast
visualization portal. Additionally, it provides feedback to the FANF#&Roctium and includes
suggestions for improvement.

The following sections compose the deliverable:

A technical verification of thelydrologyTEP;

A technical verification of the FANFfAiRecast visualizatioportal;

Some suggestions for the improvementtloé forecasting and early warning systems.

O¢ O« O«

This deliverable reports the verification results of the current system. Similar verifications will be
carried out at later stages as the system evolves.

1. Introduction

The FANFAR project aims are to producedasts and early warnings on floods, to provide useful
information for the management of water resources and to support the design of hydraulic
infrastructures. For this purpose, FANFAR is focused on providing an Operational Hydrological
Forecasting and aft (OHFA) system tailored for the West African region. Among the components of
the system, there are the Hydrolo@yEP platform and an interactive web portal to visualize the
forecasts. This report provides an overview of the assessment of the functiesalf the forecast
production system and the visualization portal of the outputs. It should be noted that all components
are under development and updated regularly.

2. Technical verification of the HydrologyEP

The HydrologyTEP is an initiative by thEuropean Space Agency to facilitate the use of satellite
earth observation (EO) data in hydrology and water resources management (https://hydrology
tep.eu/). EO satellites are capable of providing a diverse set of data relevant for freshwater
applications,for example monitoring and mapping of floods, water bodies, water level, and water
guality. FANFAR is using the Hydrold@P as a component of its operational production system.

2.1 Accessibility of the HydrologyEP

Like most scientific platforms, aceeto the HydrologyTEP requires that the user is registered. To
register, basic information and a password must be provided. The organization of the platform by
thematic groups (Water Levels, Hydrological modelling, Water quality, etc.) and by communities
(West Africa, River Niger, etc.) allows an easy access to the proposed services.

FANFAR Deliverable D2.3 1
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4 All communities

Communities

Operational Flood Forecasting and Alerts in West Africa

The aim of Operational Flood Forecasting and Alerts in West Africa is to reinforce the cooperation between West African and European hydrologists, ICT experts, decision analysts, and end-
user communities to provide a co-designed, co-adapted, integrated, and co-operated streamflow forecasting and alert pilot system for West Africa. End-users will participate in regular
workshops and virtual meetings aiming to demonstrate the ICT, define user needs, co-design necessary adaptations, and develop capacity. Through this incremental refinement procsss,
our existing ICT will be fully integrated and adapted to West African conditions. The system will be operated, supported and tested in practical flood management by regional, national and
local institutions. Secial science frameworks will be employed to aid development decisions, analyze behavioural responses, and understand technology adoption processes aiming to
facilitate sustainable uptake of the system in the region.
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Figurel The FANFAR community page on the HydrolddyP platform (https://hydrologytep.eu)

2.2 Verification of the platform functionalities

The patform has many functionalities. The verification presented below has been limited to the
HydrologyTEP Processing Services related to the use of the hydrological model HYPE. The tests
include the execution of the different tasks (forecast, historicaluation, return period analysis)

and visualization of the outputs.

2.2.1. NigerHYPE historical simulation
This service is very important as it provides simulated historical data necessary to carry out a
retrospective analysis on the past conditions of the waesources availability.

0 Verification 1

o Aim: The first verification was to test if the processing service produce expected results
with defaultparameterization

0 Method: In this test we simply navigated to the processing service, did not modify any
paranS G SNA X Of AOT SR a4/t OdzA S /2adG¢x Ot AO01SR
finished and verified if the results were as expected. We verified with the documentation
of processing service, that provides a list of the files that should be produced:
http://hydrology-tep.qgithub.io/documentation/apps/hm.html#resultfom-the-niger
hype-historicatsimulationservice

FANFAR Deliverable D2.3 2
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0 Results: The service runs successfully (fiQurd he service produced also the expected
files.
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Figure2 Screenshot indicating that the er-HYPE historical simulatiogservice ran successfully
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Below (figured) is the screenstt of the list of files produced by the service as defined in the
documentation.

¢  [Station] 002_20120201_1552_0004244 [2.09,13.51] RUE BF, Niger

000_20180301_1552_hypeapps-historical leg

B
[¥ 000_20180301_1552_hyss_000_180301_1554 log
@ 001_20190301_1552_0004244_coutpng

E

001_20180301_1552_mapCOUT.pngw

-<

002_20180301_1552_0004244 [2.09,13 51] RUE BF, Miger
003_20180301_1552_0004244 txt
004_20100301_1552_mapCOUTxt
005_20180301_1552_timeCOUT bt

008_20100301_1552_simass.txt

B W @ @ ®

006_20190301_1552_subass1.bdt

Figure3Screenshot of the NigeHYPE historical simulation produced files

We tested the "Time series Viewer" module that also works (figyre
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Figure4 Time series plot from Time series Viewer module
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0 Verification 2
0 Aim: Test of simulation period limits.
o0 Method: As verification 1, except we defined the simulation start as043-01 and
simulation end a201812-31.
Results Failed. The following error message is obtained (figre
0 Recommendation: There is no information that specifies the limit of the period
(minimum and maximum dates) to be considered for the simulation, which may lead to
crashes. Hence we recommeadding an indication thatspecifieshe maximum limits of
the simulation period.

(@]

[
© Exception

Error: java lang RuntimeException:
PipeMapRed waitResuliThreads(): subprocess failed with

code 1 at
org.apache.hadoop.streaming. PipeMapRed. waitResultThreads(Pif
at
org.apache.hadoop.streaming. PipelMapRed. mapRedFinished(Pipef
at

org.apache.hadoop.streaming. PipeMapper.close(PipelMapper.java
at

org.apache.hadoop.mapred.MapRunner.run(MapRunner.java:61)

at

org.apache.hadoop.streaming. PipeMapRunner.run(FipeMapRunne
at

org.apache hadoop.mapred.MapTask.runCldMapper(MapTask javal
at

org.apache.hadoop.mapred.MapTask.run{MapTask java:343)

at

org.apache.hadoop.mapred.YarnChild$2.run{YarnChild_java: 168)
at java.security. AccessController.doPrivileged(Mative

Method) at

javax.security.auth_Subject. doAs(Subject java:415) at
org.apache.hadoop.security. UserGrouplnformation.doAs(UserGrou
at

org.apache.hadoop.mapred.YarnChild.main{YarnChild java: 162)

Figure5 Error messagevhen filling dates out of range
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0 Verification 3
0 Aim: assess clarity of the Processing Service interface and the parametepti@ssri
o0 Method: Visual inspection of the processing service interface and parameter descriptions
through the lens of a service user (rather than a service developer).
0 Results:

1 The clarity of the user interface needs to be improved. Today it is notisutfic
clear what the different parameters do and what impact they have. We suggest
to provide a clearer link between the processing service and its documentation.
This should both be (1) a link the Processing Service introduction to an the
documentation werview (http://hydrology-
tep.github.io/documentation/apps/hm.html#rusthe-niger-hype-historical
simulationprocesingservicg, and (2) a button beside each parameter, with a
direct link to a more lengthy description of each parameter (e.g. as an info
button to the right of the parameter).

I There are two boxes to enter output sdiasins. The first one is an option to
select from existing gauging stations, while the second is an option to select any
subbasin. This is nointuitive. To distinguish existing stations and other sub
basins, we suggst modifyingthe tooltip text as in gure®6.

(olljinll}] (existing stations)

Qstn Niamey 4244

Figure6 Suggested chages on field names

0 Verification 4
o Aim: Check clarity of format specifications
0 Method: Control if the description of the parameter, processing service or its
documentation provide sufficient information to understand the formats required for
input data.
0 Resllts
T ¢2 aaAYAEFOS MIIAE RRABNO([SOBT ¢dzaS (G KS
and/or INn& A (idz RIforma a WKSAFASR a4 & 20-adGEGE
specific format. The format is described in the tooltip (Figdrand documented
through alink to the HYPE wiki in the description of the Processing Service. This
may or may not be sufficient. It can be improved as described in Verification 3.
I No option is available to assimilate river discharge. In the future West African
users may prioritizéo include the possibility to compare simulated and observed
river discharge. This would requies entry for a QObs.txt file and an associated
tooltip to its format description.

pelected sub-basin
pstream area gl <obs Tile with EC

™ -
miermittent streams
Asc<imilation on/o

Pre-processed data in Xobs bd format

Xobs file with EO and/or In-situ data

Figure7 Current field tooltip for in situ data upload
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2.2.2. Return perial analysis
As the previous service, the return period analysis service meets our needs. This service allows users
to estimate return period levels analysing timeoutput data from HYPE model simulations. The output
of the service can be used to define wamievels in the NigeidYPE forecast service.
Verification 1:
o Aim: The first verification was to test if the processing service produce expected results
with defaultparameterization
0 Method: In this test we simply navigated to the processing service, a@idnodify any
LI N} YSGSNEZ Oft AO1 SR a4/ FtOdzZA +GS /2aiGéx Of AO0]
finished and verified if the results were as expected. We verified with the documentation
of processing service, that provides a list of the files tkhbuld be produced:
http://hydrology-tep.github.io/documentation/apps/hm.html#rusthe-return-period-
magnitudeanalysisprocessingservice
0 Results: The service runs successfully (fi@irdhe service produced also the expected

files.
« C @ hips/hydrology-tepeu, b3
f%drnloqg mm vemard_min & @ (& | Upload Daia
- united T oL Toraye LT3 Tagicron | _W:_ Processing Services
o 3 i k5! =1« Epm HYPE Return Period Analysi
o R TN : A

Name
W 40

: S ——
M ormitont srearns s
N e Greatad by

20200101 Status/Result Location

status

e - | 1000im | Visibility
enaous

Share

0 Success

Figure8 Screensbt indicating that the service ran successfully

Below (figure9) is the screenshot of files produced by the service as defined in the documentation.

Cunent search result

E Discowvery feed for local data Totzl results 2 = .
[3) 000_20180301_1651_hypeapps-returnperiod.log

[ rp_20190301_1651_005_20180301_1812_timeCOUT_1 txt

Figure9 Screenshot of produced files
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2.2.3. NigerHYPHorecast

Verification 1

0 Aim: Test if the NigeHYPBprocessing service (hypeapfisecast) produce expected results
with default parameterisation, when using it interactively as a forecasimgemand
service.

0 Method: In this test we simply navigated to the processing service, did not modify any
paramete > Of AO1 SR G/ €t OdzA 4GS /2ait¢é¢sx Of AO1 SR
finished and verified if the results were as expected. We verified with the documentation of
processing setrvice, that provides a list of the files that should be prodadgd/hydrology-
tep.github.io/documentation/apps/hm.html#resultdom-the-nigerhypeforecast
processinegervice

0 Resuls: The service runs successfully (figu@. TThe service produced also the expected

o -— - —
€« cO e
1 Appar Placesa botmurkens b | ke o e a. Smportera bobmadke Ovrga bokmaien
hydrology E i dgustafsson 8 @ @ | Uplosd Data EODsta~  Communty -  Private +
- i DG o
Q - L
Q Processing service
== Ll Started at
+ a2l : . Created by
- Niger c-\ P;’;Jsd(‘; v'>"e;asl Status/Result Location
Issue dace 17
Status
Y Hiver disc12rge viamig levels
2 (409 Y Waming | (241 RP
(] s ol waming2 {5y RP,
° W Wamings 3oy )
= +Fada
g = 9 -~ 7 -
] erde. canial B < Tchad 2018.09.17
e T 3 s
— 4 f o River Discharge (m3s) COUT
- The ¥
) Gambia s
Guine- 2% -
Bissau- - variables
G basimaloct
Conakryh 2 besieseloct
Sied It %
teo * 3 - basimeloct
G w
4-b eboc Qsin Lokoja 21
Mootoy Centrafrique i S — o
1 :5 detaut
w——— to Ul on
{ iorment syeams
Guinee assimVars [P p— e
equatoriale Y /\/ Rivers
e Guines | 20-01.01
200000 130l Ecuatorial = 2200
: S ——— ncpubliguen |
R 2o Gabon 2 Démacratin 19994

o m M Toaiooums 0 |@setan| % awset. | 10 .
(>} i O Success

Figurel0 Screenshot indicating that the service ran s@cbssfully

04 {11913 43,1 51,13 73] Tern Niger

This service allogyproducinga hydrological hindcast and forecast graph (figut¢ 4nd aseriesof
files (figure 2).

Sub-basin 4244 - issue date 2018-09-01

S Warning 3 (30 yr RP)
9 Warning 2 (5 yr RP)
Waming 1 (2 yr RP)
(=]
S
(=]
o ™
P
EZS]
© wn
&5
©
o
o o
©n o
a -
(=]
34
[Tl
—— 10 day forecast
o = Current hindcast

All.lg Snlep

Figurell Graph obtained from the forecast service
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¥ [Station] 00Z_20180225_2105_forecast_0004244 [2.08,13.51] RUE BF. Niger

<

[Station] 00Z_20180228_2105_hindcast_0004244 [2.08,13.51] RUE BF, Niger

&

000_20180228_2105_hypeapps-forecast_ log

=

000_201680225_2105_hyss_000_100223_2108 log

=

000_20180225_2105_hyss_000_100223_2107 log

<

001 _20180228 2105_forecast 0004244 _discharge-forecast.png

=

001_20180228 2105_forecast_mapWarninglLevel pngw

<

002_20180228_2105_forecast_0004244 [2.09,12.51] RUE BF, Miger

-

002_20190228_2105_hindeast_0004244 [2.08,13.51] RUE BF, Niger

7]

003_20180228 2105 forecast 0004244 td

)

003_20180228_2105_hindcast 0004244 fxt

)

004_20180228 2105_forecast mapCOUT.td

&

O04_20180228_2105_forecast_mapWarningLewel b

&

O04_20180228_2105_hindcast mapCOUT bt

&

005_20180228_2106_hindcast timeCOUT. bd

Figurel2 Screenshot of produced files

Verification 2

~

0 Aim: Test if the automated execution of the processing service produce expected results for
a number of forecastinggsie dates.
Method: We navigated to the FANFAR monitoring app providing the results of the automatic

execution of the processing servicenttps://hydrology-tep.eu/geobrowser/?id=fafar-
monitoringp ® 2 S Of AO]T SR 2y GKS odzid2yyY da! dzi2YlFGAO
Ke8LISbDC5MPob9/ ht 9wé (2 &aK2g (GKS NBaddvREa 2 F
forecasting service (hypeapisrecast). We first checked the geobrowser (to séeit

RAaLX F@SR | YILI 2F GKS OdaNNByd F2NBOFadouve 28
issue dates 20193-01, 201902-27, 201902-26 figure 13). We viewed the resulting output

files for each date, and compared it with the output files obtaingten running the service
interactively/forecaston-demand (Verification Ijigure 1).

Results:

" We have tested this service and it works. However, this service produces hindcasts
instead of forecasts. For example, as of March 1, 2019, the service only provided flow
simulations from February 19, 29 to Marchl, 2019
LaadzS RIGS Ay GKS &/ dNNByG &SI NDK NB&dA
visualized map. The reason is likely a mismatch in the scheduling of the retrieval of
input data to the forecastig service and the execution of the forecasting service.

This should be addressed and implemented more robustly in future version of the
system.
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Figurel3 Screenshot of the FANFAR monitoring tool and the automated execution of the NtO&PE forecastingervice
(hypeappsforecast) with default parameters.

Figurel4 Screenshot of automated execution of the forecast processing service produced files
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